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A Wavelet decomposition method that is being used in the system to increase
more contrast of an image. A new image technique is based on the discrete wavelet
transform (DWT) and singular value decomposition. This paper has been proposed based
on the above techniques. The technique decomposes the input image into the four frequency
sub bands by using DWT and estimates the filtering of the low-low sub band image, and,
then, it reconstructs the enhanced image by applying inverse DWT. Then this technique is
compared with the past image equalization techniques. They are as standard general
histogram equalization and local histogram equalization. They are also composed of
state-of-the-art techniques such as brightness preserving dynamic histogram equalization

and singular value equalization.
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Contrast image enhancement techniques
aremany in number and all of them are applied to
increase the contrast of the image. There are lot
many techniques based on histogram. For example
bi-he (BHE) isan agorithm that splitsahistogram
into two sub-histograms and they apply HE to
each sub-histogram. Brightness preserving uses
the mean intensity that is an important factor to
split itshistogram. Minimum mean brightnesserror
BHE splitsahistogram based on the absol ute error.
Brightness preserving dynamic HE (BPDHE)
divides a histogram into several sub-histograms
and applies HE to each sub-histogram separately,
whichisfollowed by the normalization that makes
the contrast-enhanced image have the same mean
intensity value astheinput image*. These existing
histogram-based CE methods tend to preserve
global average intensity value with the contrast
of thewholeimageimproved. Thereare other well-

* To whom all correspondence should be addressed.
E-mail: madhava.vema@gmail.com

known methods that improve HE. However, they
are parameter-sensitive.
Existingmethod

Inthisletter, anovel histogram-based CE
method, which aims to preserve locality of the
original histogram while enhancing the global
contrast, is proposed. An optimization problemis
formulated by combining proposed locality
conditions of the histogram to achieve locality-
preserving CE. The proposed method gives
graceful CE on various images of different
histogram profiles. While the existing histogram-
based CE methods show excessive enhancement
and unnatural artifacts, the proposed method gives
better contrast-enhanced images with locality-
preserved histograms. Future work will focus on
extension of the proposed HBLPCE method to
video sequences.

The proposed HBLPCE is tested on
various color images with different statistical
properties and compared to existing HE, BPDHE,
BBHE, MBEBHE, and recursively separated and
weighted HE (RSWHE) methods. The parameters
of RSWHE method are chosen based on the
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authors’ suggestion. The proposed method is
compared with global CE methods only because
local ones give very different tendency and are
hard to comparewith. Inthisletter, each CE method
isrealizedin HSV color space, manipulating the V
channel with the H and S channels unchanged™.

CMBFHE is alocal CE method, which
implementswell-known POSHE very efficiently with
theidentical results. CMBFHE takes much longer
time than global CE methods, which increases
drastically withthesize of theinput image. HBLPCE
takes the longest time among the global CE
methodsfor small images, whilethe executiontimes
of global CE aresimilar for largeimages.
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Proposed method

Histogram Equalization: Inthismethod it
usually increases the global contrast of many
images, especialy when the usable data of the
imageis often represented by many close contrast
values. From this adjustment, the intensities can
be distributed better on the histogram. Thismethod
allowsfor areas of lower local contrast to generate
a higher contrast. Histogram equalization
accomplishes this by spreading out the best
frequent intensity values.

The method is useful for images having
backgrounds and foregroundsthat are both bright
and both dark. Thismethod can lead to better views
of bone structure in images, and to better detail in
photos that are over or under-exposed. A key
advantage of themethod isthat itisafairly forward
technique and an invertible operator. If the
histogram equalization functionisknown, then the
fair original histogram can be recovered. Here
calculation is not computationally intensive. A
major disadvantage of the method is that it is
indiscriminate. It is formulated to increase the
contrast of background noise, while decreasing
the usable signal.

Inscientificimaging it’satechniquewhere
spatial correlationismoreimportant than intensity
of signal (such as separating DNA fragments of
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guantized length), the small signal to noise ratio
usually damages the visual detection.

Histogram equalization regularly
produces effects those were unreal in
photographs; however they are more useful for
scientific images like thermal, satellite or x-ray
images, often this same class of images to which
one would apply false-color. Also here histogram
equalization can produce undesirabl e effects (like
visibleimage gradient) when applied with images
of low color depth. For example, if applied to 8-bit
image displayed with 8-bit gray-scale paletteit will
further reduce the color depth (number of unique
shades of gray) of the original image. Histogram
equalization will work the best when applied with
images of much higher color depth than palette
size, like continuous data or 16-bit gray-scale
images.

Thereare only two waysto think about it
and implement histogram equalization, either may
be as image change or as well as palette change.
Thisoperation can beexpressedasP (M (1)) where
| am the original image, and M is histogram
equali zation mapping operation where Pisapalette.
If we define anew palette as P'=P (M) and leave
image | unchanged as then histogram equalization
is implemented as palette change. On the other
hand if palette P remains unchanged and imageis
modified to I'’=M (I) then the implementation is
only by image change. In most cases here palette
changeisalwaysbetter asit preservesthe original
data.

A modification in thismethod ismade by
using multiple histograms, also called as sub
histograms, to emphasize local contrast of the
image, rather than the overall contrast. Examples
of such methods are included as adaptive
histogram equalization, and a contrast limiting
adaptive histogram equalization or CLAHE, or a
multipeak histogram equalization (MPHE).
Consider adiscrete grayscale image {x} and then
let it be n, be the number of occurrences of gray
level i. The probability of an occurrence of apixel
of level i intheimageis

pali) =ple=i) =, 0<i<L
L being thetotal number of gray levelsintheimage
(typically 256), n being the total number of pixels
intheimage, and Pz [ i}bei nginfact theimage's
histogram for pixel valuei, normalizedto[0,1].
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df(i) = gpzu)

Which is also the image’'s accumul ated
normalized histogram?

Wewould liketo create atransformation
of the form y = T(X) to produce a new image { vy},
with aflat histogram. Such animagewould havea
linearized cumulative distribution function (CDF)
across the value range, i.e.

cdf, (1) = i K

for some constant K. The properties of
the CDF allow usto perform such atransform (see
Inverse distribution function); it is defined as

Cdfy(y!) = cdf,(T(k)) = cdf. (k)

Wherekisintherange[O, L). Noticethat
T maps the levelsinto the range [0, 1], since we
used a normalized histogram of {x}. In order to
map the values back into their original range, the
following simple transformation needs to be
applied on the result:

y =y (max{x} — min{z}) + min{x}
Discretewavelet transform

The DWT of asignal x is calculated by
passing it through a series of filters. First the
samples are passed through alow passfilter with
impul se response g resulting in a convolution of
thetwo:

yln] = (z* g)ln] = > z[klgln — K]

k=—00

The signal is also decomposed
simultaneously using a high-pass filter h. The
outputs giving the detail coefficients (from the
high-pass filter) and approximation coefficients
(from the low-pass). It is important that the two
filtersarerelated to each other and they are known
asaquadrature mirror filter.
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However, since half thefrequenciesof the
signa have now been removed, half the samples
can be discarded according to Nyquist'srule. The
filter outputs are then subsample by 2. In the next
two formulas, the notation is the opposite: g-
denotes high pass and h- low pass as is Mallat’'s
and the common notation.

o0

Yiwln] = > alk]hf2n — k]

k=—na
20

yug[n] = > zlklg[2n — K]

k=—o0
This decomposition has halved the time
resolution since only half of each filter output
characterisesthe signal. However, each output has
half the frequency band of the input so the
frequency resolution has been doubled. With the
sub sampling operator |,
(y L B)[n] = ylfen]
The above summation can be written more
concisely.
Yiow = (% g) | 2
Yuign = (T %) | 2
However computing a complete convolution x x
gwith subsequent down sampling would waste
computation time.
The Lifting scheme is an optimization
where these two computations are interleaved.
The above mechanisms are brought
together by following block diagram.
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The performance parameters as shown
above are also calculated. There is quite a
considerable change in the parameters.
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Perfomanceanalsyis
Mean SquareError

Two other quantities that appear
frequently when comparing original and
reconstructed or approximated dataare (root) mean
square error.

MSE=2X[A (i,])-B (i,})] "2
M XN

Here, A (i.j) = Input Image.
B (i.j) =De-noised Image.

M X N=row and column of image
intensity of pixel vales (255 255) imagesize.
Peak to Signal NoiseRatio

Peak signal-to-noise ratio has two
definitions, the original more precise definition, and
the second easi er to compute and more commonly
used. It is this second definition that we use
throughout this report. This is the first metric
mentioned so far where the results generally run
proportional to image quality rather than the
inverse.

PSNR =10log,, [255"2/M SE]

Generaly when PSNRis20dB or greater,
then the original and the reconstructed imagesare
virtually in-distinguishable by human eyes.
Experimental results& caluclations

The proposed method has been tested
on different images and their parameters are been
noted. They have been compared with the previous
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method. An efficient increase of the PSNR and
decrease of MSE shows the success of this
method.

Theinput image is as shown below. It is
an image of chest.

In fig.2 the plane separation into
3different planesnamely red, green, blue and their
respective histogram are been displayed in the
figure.

In fig.3, 4, 5, the different planes are
decomposed in their edge structures. All the
3planes are differentiated. The three planes have
their own separate structures given all along.

In fig.6 the edge of al the structures are
combined again with their regular intervalsaround
them. These are later transformed using inverse
discrete wavelet transform.

In the final fig. all the planes are again
brought togher again into the single plain. These
bring the output of the enhanced image. Theinput
image is then used for more uses than the input
image. It has more contrast changeand it is perfect
examplefor the user to view more clearly.

Esisting Method |Proposed Method
|MSE 2.75E+02 36.:—'1035

Esisting Method  |Proposed Method |
PSMNR 54.6517 74.792|
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CONCLUSON

This paper has proposed anew resolution
enhancement method using wavel et decomposition
of the sub band images and edge stretching
methods. The edge stretching method here
provides a better contrast and makes it better to
look through it. Thistechnique enhances each edge
individually and it makes for easy detection of
problem. This technique is compared with
conventional image equalization techniques such
as standard general histogram equalization and
local histogram equalization, as well as state-of-
the-art techniques such as brightness preserving
dynamic histogram equalization and singular value
equalization.
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